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In online debates, as in offline ones, individual utterances or arguments support or attack each other, leading

to some subset of arguments (potentially from different sides of the debate) being considered more relevant

than others. However, online conversations are much larger in scale than offline ones, with often hundreds

of thousands of users weighing in, collaboratively forming large trees of comments by starting from an

original post and replying to each other. In large discussions, readers are often forced to sample a subset of the

arguments being put forth. Since such sampling is rarely done in a principled manner, users may not read all

the relevant arguments to get a full picture of the debate from a sample. This paper is interested in answering

the question of how users should sample online conversations to selectively favour the currently justified or

accepted positions in the debate. We apply techniques from argumentation theory and complex networks to

build a model that predicts the probabilities of the normatively justified arguments given their location in

idealised online discussions of comments and replies which we represent as trees. Our model shows that the

proportion of replies that are supportive, the distribution of the number of replies that comments receive, and

the locations of comments that do not receive replies (i.e., the “leaves” of the reply tree) all determine the

probability that a comment is a justified argument given its location. We show that when the distribution of

the number of replies is homogeneous along the tree length, for acrimonious discussions (with more attacking

comments than supportive ones), the distribution of justified arguments depends on the parity of the tree level

which is the distance from the root expressed as number of edges. In supportive discussions, which have more

supportive comments than attacks, the probability of having justified comments increases as one moves away

from the root. For discussion trees which have a non-homogeneous in-degree distribution, for supportive

discussions we observe the same behaviour as before, while for acrimonious discussions we cannot observe

the same parity-based distribution. This is verified with data obtained from the online debating platform

Kialo. By predicting the locations of the justified arguments in reply trees, we can therefore suggest which
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arguments readers should sample, to grasp the currently accepted opinions in such discussions. Our models

have important implications for the design of future online debating platforms.
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1 INTRODUCTION
Online discussions have long been an important driver in bringing society and social issues onto the

Web, through early platforms such as Usenet and various bulletin board systems in the 1980s [21],

and now on social media on platforms such as Kialo, Reddit, Twitter and Facebook (e.g. [17, 24, 48]).

As the number of Internet users has grown, so has the scale of the discussions. For example, the

BBC News article reporting on former United Kingdom (UK) Prime Minister Tony Blair’s thoughts

on Brexit
1
has attracted over 10, 000 comments. Similarly, in the UK, there is an average of 42,600

tweets per day exchanged between the Members of Parliament and their followers [2], making

Twitter the de facto platform for digital citizen engagement.

Given the importance of some of the above-mentioned topics, the substantial scale of online

discussions creates a problem: Online discussions often contain so many comments that it is

unrealistic to expect a normal Internet user to read every single point being made. Thus, even

an interested and impartial reader may only be able to sample some of the points in a discussion,

thereby miss crucial points, and end up making wrong conclusions: A reader viewing a small

sample of the whole discussion may be misled into thinking that their favoured arguments are

valid in the discussion. However, arguments supporting what a reader considers as an acceptable

argument may have been attacked and effectively rebutted in other comments that she was not

able to read. Alternatively, views opposing her conclusion may have received important supporting

comments which have also been missed by the reader. In either case, the reader has “missed the big

picture”, and come to the wrong conclusions because of sampling a large online discussion.

This paper seeks to develop better strategies for sampling large online debates by applying the

formalism of bipolar argumentation frameworks (BAFs) [10], an object of study in argumentation
theory [43], the branch of artificial intelligence concerned with conflict resolution. A BAF is a kind

of directed graph (digraph) where the nodes represent arguments and each directed edge represents

either an attack or support of one argument towards another. We treat each comment in an online

discussion as an argument and represent it as a node. When one comment a replies to another

comment b, we have an edge from a to b, which is either attacking or supporting. In most structured

discussion platforms, each comment can only reply to one comment, thereby simplifying the BAF

graph to reply trees. Our next step is to convert the reply tree BAF into Dung’s argumentation
framework (AF) [19], which provides a normative definition of justified arguments from the attacks:

An argument is considered justified if it is either unrebutted, or every other argument that attacks

it is not justified. An argument will be considered unjustified if it is attacked by some justified

argument. By recursively propagating the justified and unjustified labels across the whole AF, one

may identify the subset of justified arguments that a reader should focus on given the current set

of arguments which have been made.

1
https://www.bbc.co.uk/news/uk-politics-38996179, last accessed 27/Aug/2020.
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It is important to note that justified argument can express a range of viewpoints, potentially

from more than one side of a debate, as long as they are not explicitly conflicting. In essence, the

unjustified comments (or arguments) are those which have been effectively rebutted, and therefore

do not need to be considered by a dispassionate observer of a debate. Thus, argumentation theory,

and BAF in particular, offers a powerful means to examine online discussions.

Note that the BAF allows us to judgewhether an argument is justified or not simply by considering

its relation with other arguments – for example, an argument which is attacked by another justified

argument cannot itself be justified. Using a combination of such rules, the BAF allows us to identify

justified arguments without having to consider the semantics of the content of individual arguments.

In other words, once an online discussion has been extracted as the nodes and edges of a BAF, the
content does not matter anymore in deciding whether an argument is justified, as all the necessary
information is captured in the graph structure.
Of course, creating the nodes and edges of an argument graph from the natural language of

online discussions is non-trivial, and is the subject of an active research area called “argument

mining” (e.g. see [36], [12] and [34] for surveys). However, this difficulty is orthogonal to the

present work: We consider the reply trees as already formed and ask where in the reply tree (i.e.,

at which distance from the root or the leaves) can readers find the justified comments. We first

answer this question by considering idealised discussions formed from random trees generated

by a well-defined in-degree distribution and characterise the patterns of locations where justified

comments are clustered in such random trees. Next, we validate this analysis with data from Kialo,
an online debating platform

2
whose design allows us to straighforwardly extract a BAF: Kialo

discussions are well-moderated, such that most comments make a coherent point that is on-topic

to the post they are replying to. This allows us to consider each comment as a self-contained and

relevant argument that forms a node in the reply tree
3
. Further, Kialo requires replies to be classified

as pro (support) or con (attack) in relation to the argument they are replying to. Moderation of Kialo

discussions also ensures that the ’pro’ and ’con’ labels are accurate, thus allowing us to reliably

label edges between comments and their replies as attacking or supporting. Thus, the design of
Kialo allows us to sidestep problems of mining well-defined arguments from free text, making it an

ideal choice for validating our analytical results. While it is possible to extend our approach to

other debate platforms, applying it to other settings where the discussions are not meant to have a

logical structure (e.g. Twitter or Reddit), needs further research. We note that argument mining

pipelines are starting to be developed for discussions on platforms such as Twitter [7].

Discussion of results: We use BAF to first investigate a class of idealised discussion trees, in

which the in-degree distributions of the nodes, representing the comments, is homogeneous along

the length of the tree. With this expression we mean that the degree of a node does not depend on

its level, which is its distance from root node (the original post or thesis being debated) measured

in number of edges. This allows us to calculate the probability that an argument is justified as a

function of the level. We introduce a parameter q ∈ [0, 1], which is the probability that a reply edge

is supporting (empirically we measure q̂ as the fraction of supporting edges amongst all edges).

Our first result is Theorem 1, which states that in supportive discussions (i.e., reply trees where

supportive edges outnumber attacks, giving q > 1

2
), the farther a node is from the root, the higher

the probability of it being a justified argument. In acrimonious discussions (reply trees where

attacks outnumber edges, i.e. q < 1

2
), the probability of a node being a justified argument depends

on the parity of the distance from the leaf levels, and the number of justified comments oscillates

2
https://www.kialo.com/, last accessed 27/Aug/2020.

3
Because of this, we use the terms ‘comment’ and ‘argument’ interchangeably, both for Kialo as well as theoretical results.

, Vol. 1, No. 1, Article . Publication date: May 2021.

https://www.kialo.com/


4 Gioia Boschi, Anthony P. Young, Sagar Joglekar, Chiara Cammarota, and Nishanth Sastry

from level to level. Lastly, if q = 1

2
, the probability of being justified is independent of the depth,

apart from the nodes at the deepest level (which are always justified by default
4
).

Intuitively, in supportive discussions (q > 1/2), the closer an argument is to the root, the higher

is its chance to have at least one attacking argument in the subtree of replies underneath it, and

hence the higher the chance of it being defeated; arguments deeper in the discussion are less likely

to be attacked and so “survive” the cull for unjustified arguments. Now, consider a different reply

tree, which has a chain of comments from a leaf node (which is a justified argument as there is

no child node attacking it yet) to a given node, where all comments in the chain are attacking.

The leaf node attacks and successfully defeats its parent, which in turn reinstates its grandparent

node, thereby defeating the great grandparent, and so on. Thus, in the case where most comments

in a reply tree are attacking (i.e., when q < 1/2), arguments are likely to be alternately attacked

and reinstated depending on the parity of the distance from the leaf. Finally when q = 1/2 the
probability of being attacked by a unjustified argument or being supported by a justified one is the

same, independently on the level.

We then consider non-homogeneous trees, in which the in-degree of a node depends on its

distance from the root. We show that in this case, when the tree is leaf-heavy, the distribution of

justified arguments follows the distributions of the leaves. We will take as example trees where

the number of replies follows a scale-free distribution. We find that Kialo reply trees are well-

approximated by non-homogeneous trees, but show some characteristics of homogeneous trees

when unrebutted comments are not considered in the count of justified arguments. Overall, we

find that across the models we consider, as well as in the empirical data from Kialo, the leaves

of a discussion literally “have the last word”, i.e. unrebutted arguments at the leaves of reply

trees have an enormous influence on the justified arguments: leaves are justified by default and

thereby influence which other arguments are justified deeper in the network. We show that even a

conservative position of simply not accepting arguments as justified until they have been supported

or attacked by at least one other argument (i.e. only considering non-leaf nodes in the whole reply

tree) is not sufficient to remove this influence. We then suggest new methods for calculating the

distribution of justified arguments, such that this effect is dampened.

The key contributions of our work can be summarized as follows:

• We develop a method (Section 4.1) which makes use of argumentation theory (Sections 2

and 3) to calculate the probability of an argument being justified as a function of its level

(distance from the root) in discussion trees.

• In case of trees with homogeneous in-degree we solve the equations analytically and we

identify three regimes of behaviour characterized by the support probability q being smaller,

equal or larger than 1/2 (Section 4.2).

• We compare the distribution of justified arguments in non-homogeneous reply trees and

Kialo graphs, finding both of them strongly dependent on the distribution of leaf nodes in

the graph (Section 4.3).

• We repeat the analysis removing the leaves from the count of justified arguments and we show

that in non-homogeneous trees their contribution to the debate still influences the distribution

of justified arguments. In this case for balanced discussions (q = 1/2) the probability of an

argument being justified can be calculated using only the average number of replies per

level. For q smaller or larger than 1/2 we still need the distribution of leaves per level to fully

characterize the probability of an argument being justified (Section 5).

4
In an AF, all unattacked arguments stand as valid. Sec. 3.1 gives the theoretical background and discusses the applicability

of this to online discussions, and Sec. 5 discusses alternatives which discount the effect of unreplied arguments in reply

trees.
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Our contributions are theoretical in nature, but also provide important insights for the future design

of platforms for online discussions. The “takeaway” for online platforms is that a user should sample

the reply trees at the appropriate distances from the root where the probability of an argument

being justified is highest (this sampling can potentially be supported by the platform or its user

interface (UI), but can also be done manually by an interested and committed user). The sampling

probability is calculated by our model, and depends on factors such as the in-degree distribution of

the reply network and the proportion q̂ of replies that are supports. The good agreement between

synthetic and real data reveals the appropriateness of the use of our probabilistic approach to

answer a question that could in general depend on multiple factors of complex human behaviour.

2 RELATEDWORK
As stated in Section 1, online discussions cover a vast range of topics and involve many users; this

is not surprising due to the growth of access to the Internet, especially through smartphones [39].

Indeed, 62% of American adults get their news on social media in 2016 [4], increasing to 67% in 2017

[27]. In the UK, the accounts of UK MPs are collectively being followed by the equivalent of almost

20% of the UK population [3]. It is reasonable to ask how can we analyse online discussions at scale.

Engaging with large-scale online discussions often lead users to suffer from information overload.

For example, UK MPs learn to reply strategically and selectively to citizens concerned with specific

topics that are also of interest to the MPs [3]. While MPs are guided by political issues, many

discussion platforms have UIs that allow for readers to sort the comments, say from most liked to

least liked. This seems to rely on a “wisdom of the crowds” effect to have the best points float to

the top as indicated by the number of likes, allowing for the user to read the top few points made

[54]. The authors of [18] have argued that such comment sorting and structuring mechanisms,

including flagging, moderation and ways of detecting relevancy and novelty, can help increase

user participation on news comments, improve the quality of comments, and promote constructive

discussions. This is what moderation on Kialo also seeks to achieve.
5
A different perspective on

which arguments are more relevant in a discussion is given by [47, 50], where the proposed ranking

of comments in forums is based on arguments’ persuasiveness. Sometimes the anonymity and

protection of the web can allow people to open up and express their opinions freely. This effect is

called the online dis-inhibition effect [46] and can be one of the reasons behind the rise of online

discussion forums. On the flip-side, guarantee of anonymity could lead to potentially harmful

and sometimes toxic behaviour, which was observed in the case studies on Usenet[30, 40]. Such a

phenomenon strongly motivates a model of online conversations, which could help sampling the

most relevant comments on these forums.

It is important to study online discussions also because they can affect the offline world. For

example, [17] has shown that large companies (as defined by Forbes) may actively censor critical

comments. Wikipedia articles represent consensus of discussions in the talk pages, and content

in many cases emerges over short time periods, such as when elections occur [1]. Biased views

are common during sensitive periods such as political crises [28]. We seek to understand how

information can be presented in such situations, so that readers and decision makers such as editors

can focus on the most compelling of comments made in a discussion.

As mentioned in the introduction, we will model online discussions as directed trees where

nodes are arguments and the root is the main thesis. The formation of discussion trees has been

widely studied in the literature [25, 26, 33, 37]. In particular in [33] the authors propose a model for

the formation of the discussion structure based on preferential attachment. We also use preferential

attachment to build our synthetic scale free discussions to mimic Kialo data.

5
See https://support.kialo.com/hc/en-us/articles/360000631852-Moderating-Discussions, last accessed 27/Aug/2020.
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Likewise there are many examples of the application of complex networks in the study of online

discussions. In [45] for example, the authors characterise the discussion forums using network

properties. However, they operate on a network of users, which in our case is replaced by a network

of arguments. In [55], the authors build a computational framework that highlights patterns of

interactions in online discussions. They study networks structures to predict the discussion’s future,

while we use it to understand where the more relevant comments lie. A more applied approach is

taken in [31] and [22], where the networks are used respectively in the detection of divisive issues

and the measure of the level of participation of students in online platforms. The comment structure

and content is also explored in literature from a pure computational standpoint, to filter out useful

feedback on YouTube videos [44]. Another work on comments posted on news articles [49] explored

the utility of such comments in comparing the engagement potential of news articles. Despite

interesting insights from these works, they failed to propose a generalizable approach towards

modelling conversations online, not least because of a thematic and qualitative approach.

2.1 Argumentation Theory in Social Media Analytics
Given the inevitable diversity of the many views that are expressed and the conflicts that arise,

it is important for us to understand how many of these views are consistent, and how various

differences can be resolved argumentatively and at scale. This makes online discussions a natural

arena for argumentation theory to study.

Argumentation theory has been applied to bothmine structured arguments from natural language

text (e.g. [34, 36]) and to analyse specific online discussion platforms. For example, [7] has designed

and tested a pipeline on Twitter. Due to the comparatively noisy messages exchanged on Twitter,

the pipeline has to first identify which tweets can be interpreted as self-contained arguments (e.g.

ignoring tweets that consist of just a URL and no other accompanying text), and also infer which

replies are attacking or supporting. They then explain how to use an argumentation framework

to extract the justified arguments from the discussion. Our work is different and aims to be more

general, as we firstly calculate analytically the location of justified arguments in different class

of discussion trees, then we apply the same ideas to real online discussions from Kialo. Kialo is a

less noisy discussion platform than Twitter – individual comments in Kialo are moderated to be

self-contained arguments and relation between comments is declared. This bypasses the step in [7]

where tweets need to be identified as self-contained arguments and relations between comments

need to be assessed.

Further, [8, 9] have applied techniques of argument mining and evaluation to Debatepedia,6

where attack and support are identified via textual entailment (e.g. [16]), a technique that aims to

reproduce how humans would use common sense to judge whether one piece of text or its negation

follow from another piece of text. In [12] the authors propose an argument mining method to detect

attacking and supporting comments in a debate. Again, given that Kialo already requires users to

classify their comments as supporting or attacking, we can bypass such techniques. A paper worth

mention is also [23], which uses graph theory in a theoretical study on argumentation frameworks.

3 ARGUMENTATION THEORY AND THE KIALO DATASET
We now review the relevant technical background in argumentation theory and the procedure by

which we have mined data from Kialo.

6
http://www.debatepedia.org/en/index.php/Welcome_to_Debatepedia%21, last accessed 27/Aug/2020.
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3.1 Bipolar Argumentation Theory
Argumentation theory is the branch of AI concerned with the rational and transparent resolution

of conflicting arguments. Arguments and their interactions are represented by argumentation
frameworks (AFs) [19]. The type of AFs that we use to represent online discussions are called bipolar
argumentation frameworks (BAFs) [10]. Formally, a BAF is a structure

〈
A,Rsup ,Ratt

〉
, where A

is our set of arguments and Rsup ,Ratt ⊆ A2
are binary relations on A that respectively represent

supporting and attacking replies, i.e. for a,b ∈ A, (a,b) ∈ Rsup means a supports (agrees with) b,
and (a,b) ∈ Ratt means a attacks (disagrees with) b. We require that Rsup ∩ Ratt = �. One can
therefore think of

〈
A,Rsup ,Ratt

〉
as a directed graph (digraph) where supporting (dotted) edges

are green and attacking (solid) edges are red.

Example 1. Illustrated in Figure 1 is the BAF where A = {a,b, c,d, e}, Ratt = {(c,b)} and Rsup =
{(d, c), (e,b), (b,a)}.

Fig. 1. The BAF from Example 1, where green (dotted) edges denote supports and red (solid) edges denote
attacks

How can we determine the justified arguments in a BAF? Following [10], we combine supports

into attacks, which result in defeats; arguments are justified if either they are not defeated, or are

reinstated by having all their defeaters in turn defeated. More formally, given a BAF

〈
A,Rsup ,Ratt

〉
and a,b ∈ A, we say a support path is a path in the underlying digraph that only traverses support

edges. Let a →sup b denote that there exists a support path from a to b. We say a support-defeats b
iff (∃c ∈ A) [a →sup c, Ratt (c,b)

]
, and a indirectly defeats b iff (∃c ∈ A) [Ratt (a, c), c →sup b

]
. We

define the argumentation framework of
〈
A,Rsup ,Ratt

〉
to be the digraph ⟨A,R⟩ where (a,b) ∈ R iff

either a support-defeats b or a indirectly defeats b [10, 19, 52]. We say a defeats b iff (a,b) ∈ R.

Example 2. (Example 1 continued) The support paths of length 1 in this BAF are (e,b), (b,a) and
(d, c), and the support paths of length 2 in this BAF consist of only (e,b,a). Therefore, e →sup b,
b →sup a, d →sup c and e →sup a. As c attacks b, we can see that c indirectly defeats a, and d
support-defeats b. Therefore, the corresponding AF of this BAF has the same arguments, but the

defeat relation is R = {(c,b), (c,a), (d,b)}. This is illustrated in Figure 2.

Fig. 2. The corresponding AF of the BAF in Figure 1, from Example 2; argument e is an isolated node.

, Vol. 1, No. 1, Article . Publication date: May 2021.
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If

〈
A,Rsup ,Ratt

〉
is a tree, then ⟨A,R⟩ is a directed acyclic graph, and we can use Algorithm 1 to

calculate the set of justified arguments, also called the grounded extension.7

Algorithm 1 Algorithm for calculating the set of justified arguments of ⟨A,R⟩ (from [51]).

1: function GroundedExtension(⟨A,R⟩)
2: in ← �
3: out ← �
4: while in , A do
5: in ← {a ∈ A (∀b ∈ A) (b,a) < R}
6: out ← {a ∈ A (∃b ∈ in) (b,a) ∈ R}
7: A← A − out
8: R ← R ∩A2

return A

Intuitively, the algorithm first labels all unattacked arguments as in (justified) and all argu-

ments attacked by the unattacked arguments as out (unjustified). In the context of reply trees, the

unattacked arguments correspond to the leaves. The algorithm then excludes the unjustified argu-

ments from the arguments under consideration and consider the next set of unattacked arguments

and the arguments attacked by those unattacked arguments... etc. until all arguments are labelled

by either in or out , which is possible for reply trees.
8
It has been shown that this algorithm runs in

polynomial time [20].

Example 3. (Example 2 continued) We can apply the algorithm to Figure 2. It is easy to see that

after one iteration of the while loop, we get in = {e,d, c} and out = {a,b}. This means A = in, so
the algorithm halts and returns {e,d, c}, which is the set of justified arguments of Figure 2 and

hence of Figure 1.

One criticism of adopting BAFs as a model for online discussions is that its interpretation of

support is very strong, akin to logical necessity [11], i.e. if c →sup b then c is necessary for b, hence
any attacker of c must indirectly defeat b. This may not hold for the informal logic employed in

online discussions, but we allow for this assumption here as we would like to make the supporting

arguments as vulnerable to defeat as possible such that only the strongest such arguments survive,

i.e. arguments where all their supporters are either undefeated or reinstated. This “skeptical” stance

seems suitable given that online discussions take place in low-trust environments given its potential

to become rife with misinformation. However, even if the discussion environment is well-moderated

and seeks to promote good debating practice, one should adopt such a skeptical stance to be able to

claim that arguments are justified if they are consistent with defensible foundations.

Another criticism is that unrebutted arguments should not be justified in the context of reply trees.

Originally, this is meant to capture two principles - that everything relevant is already represented

in the digraph of arguments, and that arguments are assumed to be acceptable by default until

shown otherwise - a form of “lazy” reasoning [19]. But in reply trees, the leaf arguments do not

have to be justified, especially if the conversation could have degenerated to insults the further it

departs from the starting claims. How can we let such claims being justified? We clarify that the

term “justified” does not denote truth and unrebutted claims are vacuously justified at that point in

time until explicitly rebutted by a comment which is made at a later time point. Further, Kialo’s

7
This set exists and is unique [19, Theorem 30]. This algorithm is a special case of the general definitions of justified

arguments [19], which also apply to, e.g. cyclic or infinite argumentation frameworks.

8
Non-tree argumentation frameworks can have arguments that are neither in nor out , but that will take us beyond the

scope of this paper.
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Fig. 3. Example of a Kialo discussion. The thesis is represented by the grey rectangle on the right diagram
and the grey circle on the left diagram. In the left diagram, the concentric annuli represent the replies made at
different distance from the root, where each slice of the annulus denotes a single replying comment. Replies
are coloured green if they support and red if they attack the previous comment, the shade of the colouring
representing the number of likes to the comment, with higher number of likes denoted by a darker shade.

moderation policy would not allow debates to degenerate into trolling or insults, so by using Kialo

we cannot count those as reasons for why leaf arguments should not being justified. However, we

will attempt to address the deficiencies of letting leaves being justified in Section 5.

In summary, we have defined BAFs and how to resolve the conflicts therein through transforming

BAFs into AFs and calculating the justified arguments. This follows various normative principles

such as that arguments that are neither attacked nor supported are always justified, and two

arguments defeating each other cannot be simultaneously justified.

3.2 Details of the Kialo Dataset
In order to validate our model we use data from discussions hosted on Kialo, an online debating

platform.
9
Figure 3 illustrates an example Kialo discussion.

10
In this section, we outline how

discussions are initiated in Kialo and the procedure by which we scraped and cleaned the discussions.

3.2.1 Discussions and Sub-discussions on Kialo. To start a discussion, the user creates a thesis along
with a tag that indexes the discussion. A thesis can have many tags, which increases its visibility to

users. Additionally, a discussion can be created with an option to add multiple theses to debate. For

example, a discussion could start with an open question like “Who is the ultimate fighting hero from

any fandom?”
11
and several theses could be proposed as debatable options under this overarching

question. In such a situation, this one discussion thesis could spawn multiple sub-discussions, each

proposing a candidate fighting hero (e.g. Superman and Batman), which will give rise to a separate

reply tree of their own.

3.2.2 Scraping and Cleaning Kialo Discussions. To obtain the dataset, we reverse engineered the

Kialo app API, which obtains all the available tags on the Kialo website. This is done by first

bootstrapping the query with certain featured tags on Kialo
12
and then progressively expanding

9
https://www.kialo.com/, last accessed 27/Aug/2020.

10
The left sub-figure is taken from https://stackoverflow.com/questions/49854754/kialo-how-can-i-view-the-argument-

topology-map-after-i-have-entered-an-argument, last accessed 27/Aug/2020. The right sub-figure is taken from http:

//mycareacademy.org/all/a-new-digital-debating-tool-for-collaborators-kialo/, last accessed 27/Aug/2020.

11
See https://www.kialo.com/who-is-the-ultimate-fighting-hero-from-any-fandom-8857, last accessed 27/Aug/2020.

12
See https://www.kialo.com/explore/featured, last accessed 27/Aug/2019.
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Fig. 4. Occurrence of the top fifty topic tags across Kialo discussions. The top five are: politics, ethics, society,
law and government. For example, there are just under 300 discussions for politics, and around 150 discussions
for law.

the tags dataset by adding the co-occuring tags with the bootstrap set. At the end of the process,

we were able to get 1120 tags, which covers almost all of the discussions hosted on Kialo as of 28th

of January 2020. To verify this claim, we scripted another utility that exploited Kialo’s scrolling

API to go as far back in the list as possible to get the oldest thread, and we ended up with the same

number of threads to view. Figure 4 shows a histogram of the top fifty popular tags among the 1120

along with corresponding number of threads associated with a particular tag.

As the next step we obtained all the discussion threads associated with each of these 1120 tags.

This was done by mimicking the tag-based search feature of Kialo and getting all the results that

show up for a particular tag based search. As mentioned before, each thread can be associated to

one or more tags. Through our data collection scripts, we are able to obtain 1560 discussion threads.

Our manual verification gives us a high degree of confidence that this is almost all of the debate

activity on the service. We progressively crawl each discussion thread to acquire the data about

the tree structure, votes on each argument and the argument text. This also includes all the sub

discussion trees resulting due to debates having multiple thesis, as described in Section 3.2.1. Before

analysing the data, we cleaned them by removing all the trees with less than twenty nodes and

removing all the discussions with comments that have empty text or deleted branches. We are left

with a total 1511 final trees to analyse.

We also acquire other supplemental meta-data such as the time of posting, the time of editing (if

any) and the author meta-data. To our knowledge, this is the most complete snapshot of Kialo, as

of 28th of January 2020.
13

All discussions that were crawled from Kialo have a tree structure with a root node that represents

the main thesis and each other node is a reply to its parent. Each reply answers only to the argument

of the parent, so an answer in favour to a node, does not necessarily represent a support to the

13
To aid reproducibility and encourage follow-on work, our data will be shared upon request with the wider research

community post publication.
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Fig. 5. (a): the number of Kialo reply trees as a function of their size (number of nodes). (b): a histogram
counting the number of Kialo reply trees with a given fraction of support q̂.

main thesis. We will represent Kialo discussions as directed trees, where the directed edges point

in the direction of the reply. Each edge can have a positive or negative sign, respectively indicating

support or attack; the representation of such discussions as bipolar argumentation frameworks is

therefore straightforward (Section 3.1), and we have ready-made techniques for evaluating which

arguments are justified (Section 2).

Figure 5 provides some basic statistics about the Kialo data. Figure 5a shows the distribution of

the sizes of the reply trees. On each topic or subdiscussion, there is a reasonable amount of debate,

with a mean (median) of 204 (68) arguments (standard deviation 463). Figure 5b calculates the

fraction q̂ of replies that are supportive as opposed to attacking their parent argument. It appears

that Kialo debates are typically balanced, with the vast majority of reply trees having 0.4 ≤ q ≤ 0.6.
Section 4.3 builds on these, in identifying the locations of justified arguments.

4 A PROBABILISTIC MODEL OF JUSTIFIED ARGUMENTS IN SYNTHETIC BIPOLAR
ARGUMENTATION FRAMEWORKS

In this section we will analyse and model probabilistically the distribution of the location of justified

arguments in BAFs based on various kinds of reply trees. Our main aim will be to characterise the

probability that we will find justified arguments at a given level of a reply tree (Section 4.1). We

will first study reply trees with homogeneous in-degree distributions (Section 4.2) and obtain an

analytical model that allows us to understand how the levels of support or attack will affect the

distribution of the locations of the justified argument. We will then study this in non-homogeneous

in-degree trees, which better approximate the discussions we find in Kialo (Section 4.3).

4.1 The Probability of Being Justified Given the Level
Recall that each discussion is a directed tree, with the original post as the root, and a directed

edge from each reply to the node being replied to. A reply can attack or support its parent, and

we represent this by a negative or positive edge (see Equation 3 below). Let q ∈ [0, 1] denote the
probability that a reply is supporting and 1 − q the probability that a reply is attacking. Let N ∈ N
denote the depth of a given reply tree, i.e. the length of the longest path from root to leaf. For a

given reply tree, let 0 ≤ h ≤ N be an integer denoting an arbitrary level in the reply tree and p(k |h)
be the probability of a node at level h having k child nodes at level h + 1 that reply to it. Apart from

leaf nodes, which by definition cannot have any children and therefore no replies, all other nodes

can have an arbitrary number of replies. We wish to calculate the probability ph ∈ [0, 1], that a
node at level h will be a justified argument. Recall from Section 3 that unrebutted arguments are

justified by default, so the leaves in the reply tree are justified arguments. Given that the level N is

populated only by leaves. pN = 1. For internal nodes (i.e. nodes with h < N ) to be justified, all of

their child nodes (at level h + 1) that support them must be justified, and all the child nodes that
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attack must be unjustified arguments or they should be leaves. Therefore, the expression for ph is

ph =
∞∑
k=0

[qph+1 + (1 − q)(1 − ph+1)]k p(k |h). (1)

Given a set of arguments A and a set of justified arguments G ⊆ A, define a state function s : A→
{±1} where si is such that si = 1 means i ∈ G, i.e. argument i is justified, while si = −1 means

i < G, i.e. argument i is unjustified. The value of si will be assigned iteratively to all i ∈ A starting

from level N via the following rule:

si =

{
1 (∀j ∈ A) Ji j = 0

minj ∈A Ji jsj else

, (2)

where

(
Ji j
)
i, j ∈A is a matrix of size |A| × |A| defined as

Ji j :=


−1 (i, j) ∈ Ratt
1 (i, j) ∈ Rsup
0 else.

. (3)

Intuitively, the first case of Equation 2 is the case of a leaf node which is justified by default. The

second case assigns si = 1 if all reply nodes j are either supporting reply nodes (i.e. (i, j) ∈ Rsup )
and also justified nodes themselves (i.e. sj = 1), or they are attacking nodes but are unjustified, and

therefore their attack is invalid (i.e. (i, j) ∈ Ratt and sj = 1). If neither of these conditions hold, there

is at least one supporting node that is unjustified or one attacking node that is justified, which in

turn means that node i is not justified and si = −1. We can now calculate the frequency of justified

arguments at level h. This quantity, averaged over an ensemble of reply trees with the same degree

distribution and in the same class of support q, will be our estimator of the probability ph :

p̃h :=
1

2

〈∑
ih ∈A(si + 1)∑
ih ∈A |si |

〉
, (4)

where | · | indicates the absolute value, ih are the nodes in level h, ⟨·⟩ is the average over the

ensemble of trees and

∑
ih ∈A |si | is the number of arguments at level h. In the next two subsections

we will focus our analysis of the distribution of justified arguments on two kinds of graphs: trees

with homogeneous in-degree distribution (Section 4.2) and scale-free trees (Section 4.3).

4.2 Reply trees with homogeneous in-degree
A digraph with homogeneous in-degree distribution is one where the degree distribution is the same

for all the nodes. In the context of reply trees, this means that the distribution of the numbers of

children (replies) does not vary across different levels (except for the deeper level, where the are no

children): i.e. ∀0 ≤ h < N p(k |h) = p(k).
As mentioned before, leaf nodes are unrebutted arguments and therefore considered to be

justified in bipolar argumentation frameworks. The theorem below obtains the probabilities ph of

an argument among internal (non-leaf) nodes being justified at level h:

Theorem 1. Let ph be the probability of being justified of an internal node at level h < N , given

by Equation 1.

(1) If q = 1

2
then

ph = ph+1 for h ∈ [0,N − 1] (5)
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(2) If q < 1

2
then

pN−2m > pN−2m+1 form ∈ [0,N /2] (6)

pN−2m−1 < pN−2m form ∈ [0, (N − 1)/2] (7)

(3) If q > 1

2
then

ph < ph+1 for h ∈ [0,N − 1] (8)

Proof. We prove each case in turn.

(1) If q = 1

2
then qph+1 + (1 − q)(1 − ph+1) = 1

2
. Therefore

ph =
∞∑
k=0

p(k)
2
k
= ph+1 for h ∈ [0,N − 1] (9)

So irrespective of the in-degree distribution p(k), ph will not depend on h.
(2) If q < 1

2
, then

ph > ph+1 if ph+2 > ph+1 and (10)

ph < ph+1 if ph+2 < ph+1. (11)

If ph+2 > ph+1, then

ph =

∞∑
k=0

[qph+1 + (1 − q)(1 − ph+1)]kp(k) (12)

>

∞∑
k=0

[qph+2 + (1 − q)(1 − ph+2)]kp(k) = ph+1. (13)

This is because

qph+1 + (1 − q)(1 − ph+1) >
qph+2 + (1 − q)(1 − ph+2), (14)

−q(1 − ph+1) + (1 − q)(1 − ph+1) >
−q(1 − ph+2) + (1 − q)(1 − ph+2) (15)

(1 − 2q)(ph+2 − ph+1) > 0, (16)

since q < 1

2
and ph+2 > ph+1.

If instead ph+2 < ph+1, then reasoning identically to the above implies that ph < ph+1. From
our initial condition pN = 1 and

pN−1 =
∞∑
k=0

qkp(k) < pN = 1

we obtain an oscillating trend of ph as a function of h: pN−2 > pN−1 as pN−1 < pN , pN−3 <
pN−2 as pN−2 > pN−1, and so on.

(3) Finally, if q > 1

2
, then for all 0 ≤ h ≤ N − 1,

ph < ph+1, (17)

because (1− 2q) < 0, therefore the opposite of Equation 16 holds: if ph+1 < ph+2, which holds

true for pN−1 < pN = 1, then ph < ph+1, and so on monotonically.

This shows the result. □

Intuitively, the theorem suggests there are three classes of behaviours for different values of q:
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Fig. 6. The figures show different values of p̃h when the support probability q is changed (here, q ∈
{0.1, 0.5, 0.9}). The degree distribution of the trees is Poisson with rate λ = 2 for all levels. The red dots
represent the theoretical prediction of the probability of an argument being justified at a certain level from
Theorem 1.

(1) when q < 1

2
, there is a high probability that a reply is an attack. In this situation, the expected

fraction of justified arguments at a given level is determined by the parity of the level, i.e.

whether the path length from the leaf arguments or nodes (who are default justified) to

a given argument (node) is even or odd. This is easiest to visualise in the extreme case

when all arguments are attacking (q = 0). This corresponds to the classical argumentation

framework [19].When there is a thread of replies (arguments) attacking each other, arguments

at odd-length paths from the set of unattacked arguments U are being indirectly attacked
byU , while even-length paths from the unattacked arguments are being indirectly defended
byU (See [19, Page 332]). This means that the proportion of justified arguments oscillates

between levels – i.e. the fraction of justified arguments increase and decrease from one level

to the next.

(2) when q = 1

2
, and a reply is equally likely to be supportive or attacking, the expected fraction

of justified arguments is the same for all levels of the reply tree. This is because a node has

the same probability of having a justified reply supporting or a unjustified reply attacking,

independently on the level.

(3) when q > 1

2
, the expected proportion of justified arguments is determined by how far a

level stands from the deeper level. The farther a node is from this, the higher the probability

that at least one of the child nodes in the subtree rooted at the node is justified and is

attacking. Since most other edges in chains of replies will be supporting, this justified node

will indirectly defeat all its ancestors. In other words, it becomes harder for nodes far away

from the leaves to be a justified argument, and the probability of finding justified arguments

increases monotonically as we go from away from the root.

Figure 6 validates the results of Theorem 1 by showing these three behaviours in action in

reply trees with a homogeneous (Poisson) in-degree distribution p(k) = e−λλk
k ! , with λ = 2. Each

of the three sub-figures in Figure 6 is obtained by averaging the number of justified arguments

of an ensemble of five hundred Poisson trees with depth N = 8 and varying levels of support

q ∈ {0.1, 0.5, 0.9}. The theoretical estimates from Theorem 1 of the fraction of justified arguments at

a given level appears to be in good agreement with what we observe from simulations. In particular

we can recognise a transition at q = 1

2
between the probability of an argument to be justified

being driven by the parity of the distance from the deeper level (for q < 1

2
) and a probability of an

argument to be justified that rises monotonically with the distance from the root (for q > 1

2
).

Theorem 1 has implications both from a platform perspective and the users’ perspective: When

levels of support are high (q ≫ 0.5), the end of a conversation becomes much more important

, Vol. 1, No. 1, Article . Publication date: May 2021.



Who has the last word? Understanding How to Sample Online Discussions 15

in determining the justified arguments of the discussion. So for readers, there is little point in

following early comments, and the best strategy for platforms is to present comments in reverse

chronological order, so that users see more of the justified comments first. In contrast, when there

are high levels of attack, the justified arguments are more equally distributed across different levels,

and users still benefit from reading early comments. Note that these insights apply mainly to

evolving discussions where new comments are still being added. When a discussion thread has

received all its comments, the rules of BAF can be used to clearly determine justified arguments.

4.2.1 Oscillation Amplitude and the Decay of ph . Now that we have characterised the trend of the

probability ph , we would like to know how large are the oscillations of ph for q < 1

2
and how steep

is its decay when q > 1

2
. In particular, we will answer these questions in relation to the size of

probability pleaf := p(0); this is the probability for a node being a leaf. We will see that this analysis

will be of particular interest in order to understand the distribution of justified arguments in Kialo

data. Consider a (homogeneous in-degree) tree with a certain support probability q. We can rewrite

Equation 1 as follows:

pN = 1 (18)

ph = p(0) +
∞∑
k=1

[qph+1 + (1 − q)(1 − ph+1)]kp(k). (19)

As [qph+1 + (1 − q)(1 − ph+1)]k ≤ qph+1 + (1 − q)(1 − ph+1) for all k ≥ 1, we have that

ph ≤ p(0) + [qph+1 + (1 − q)(1 − ph+1)] (1 − p(0)) (20)

=: pmax
h (21)

ph ≥ p(0) =: pmin
h . (22)

Equations 21 and 22 provide an upper and a lower bound of the function ph . The upper bound
in Equation 21 is composed of two terms: The first one, p(0), is the probability of a node to be a

leaf and the other term depends on the probability ph+1 of the nodes at the following level being
justified arguments. This second term is responsible for the oscillations of the upper bound in

function of the level for q < 1

2
, and the decrease of the probability of an argument being justified as

function of the level for q > 1

2
(similar to what we have seen in Equations 10, 11 and 17). However

the higher is the lower bound the smaller will be the amplitude of the oscillations and the decrease

per-level, as ph will be squeezed between a large pmin
h and 1. This is shown in Figure 7. Figures 7a

and 7c show systems with a relatively small p(0) = 0.1, indicated by the green dashed line. Figures

7b and 7d show systems with a relatively large p(0) = 0.5. This will respectively determine large

and small oscillations of ph in Figure 7a and 7b and long and short decrease of ph in Figures 7c and

7d. The blue dots represent the iterative solution of the equation:

pmax
h = p(0) +

[
qpmax

h+1 + (1 − q)(1 − p
max
h+1 )

]
(1 − p(0)), (23)

which was obtained by assuming that the inequality in Equation 21 is saturated, i.e. ph = p
max
h . The

red lines in Figure 7 represents the Equation 23. The iterative solutions of Equation 23 indicated

by the blue dots is obtained by projecting the points on this line to the diagonal black line. For

example starting from pN = 1, we obtain the blue point 1 in Figure 7a, which is a solution of

Equation 23 with initial ph+1 = 1. the projection of this point on the diagonal is the starting point

of the new iteration. This new starting point, corresponding to a new value of ph+1, leads to the

new solution of Equation 23 and is indicated by the blue point 2. Note that the new ph+1 is much

smaller than the initial one, and also much smaller than the next value in the iteration represented

by the blue point 3. As shown in Figure 7a and 7b, the oscillations thus produced are larger when
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Fig. 7. Cob-webbing solution of the upper bounds (blue dots) of the function pmax
h (Equation 23) for q < 1

2

and p(0) = 0.1 (a), for q < 1

2
and p(0) = 0.5 (b), for q > 1

2
and p(0) = 0.1 (c) and for q > 1

2
and p(0) = 0.5 (d).

We numbered the blue dots representing the first iterative solutions only for p(0) = 0.1.

the value of p(0) is small. This representation of iterative solutions is called cob-webbing [38]. The

same cob-webbing procedure for q > 1

2
is shown in Figure 7c and 7d. In this case we do not have

oscillations but similarly we can see that when p(0) is large there is a less pronounced decrease

of ph . As a consequence of this we can conclude that the amplitude of the oscillations and the

decrease of the solution of ph depend on the size of p(0). This means that the number of unreplied

comments in the reply tree (which determines p(0)) has a large impact on the behaviour of the

probability of an argument being justified. We will apply this analysis and result when analysing

Kialo discussions in the next section.

4.3 Non-Homogeneous Reply Trees
Here, we consider trees that have in-degree probability distributions which are non-homogeneous

across different levels; we will call these non-homogeneous reply trees. These trees more closely

approximate the empirical data from Kialo but given the in-degree distribution is not the same for

all the levels, we are not able to provide a closed-form solution for the probability of an argument

being justified as a function of the level and in-degree. Instead, we study the distribution of

justified arguments by generating an ensemble of scale-free trees (an example of non-homogeneous

trees [29] often appearing in social processes), and examine the patterns found in comparison to

Kialo discussions.

A common way to generate scale-free graphs is using preferential attachment [6]. To generate

scale-free trees with preferential attachment, we follow the method of Krapivsky and Ridner [32]:
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Fig. 8. Estimated probability of an argument being justified per level in scale-free synthetic graphs for
different levels of support in the graph, compared to p̃(0|h), the estimated probability of having leaves at level
h.

36 38 40 42 44 46 48
h

0.0
0.2
0.4
0.6
0.8
1.0

̃ p h
,

̃ p(
0|
h)

̃q≤0.3,̃#graphs̃=̃127
̃ph
̃p(0|h)

(a)

10 15 20 25
h

0.0
0.2
0.4
0.6
0.8
1.0

̃ p h
,

̃ p(
0|
h)

0.4≤ ̂q≤0.6,̃̂graphs=̃770
̃ph
̃p(0|h)

(b)

2 4 6 8 10
h

0.0
0.2
0.4
0.6
0.8
1.0

̃ p h
,̃

̃ p(
0|
h)

̂q≥0.7,̃̂graphs=̃84
p̃h
p̃(0|h)

(c)

Fig. 9. Estimated probability of an argument being justified per level in Kialo discussions compared to p̃(0|h),
the estimated probability of arguments being leaves at level h, for different levels of support.

At each step, we add a new node and connect it to an existing node i with probability πi =
wi∑
j w j
,

where wi is the degree of the node i and the sum at the denominator runs over all the existing

nodes. Intuitively, each new node is attached with higher probability to a node with high degree,

leading to preferential attachment.

For each simulation we generate 1000 random trees of size 100. Each edge is assigned at random

to be a support with a probability q and with probability 1 − q to be an attack. The average of the

observables has been done between levels with the same distance from the deepest level of their

tree. This is because we expect that the nodes at the same distance from the deepest level of their

tree have a comparable in-degree distribution. In all the figures that we will show in this section

and the next one, the number of levels on the horizontal axis will correspond to the depth of the

highest tree analysed. Given the scale-free nature of our graphs, there will be a number of short

trees with many leaves and few long trees, leading to fewer trees to average on, at relatively higher

levels (h > 10). To maintain statistical significance, we only report probabilities of arguments being

justified for levels which have at least ten trees with nodes at that level.

In Figure 8, we plot (in blue) how the probability p̃h varies with the level h. We observe that

unlike the homogenous degree distribution case, the justified arguments are overwhelmingly found

at higher levels, away from the root. This happens regardless of the level of attack or support (i.e.

regardless of the value of q). We next plot (in orange) the distribution of default justified arguments,

i.e. leaf nodes. Since leaf nodes have k = 0 children, this distribution is computed as p̃(0|h). For all
values of q, we can see that the distribution of justified arguments at level h, p̃h , closely follows the

distribution of leaves p̃(0|h). In other words, the distribution of justified arguments is dominated by
the large numbers of default justified arguments or leaves.
Next, we examine real-world discussions from Kialo in Figure 9. As mentioned in Section 3.2,

Kialo is evenly balanced between attacking and supporting comments, with a vast majority of
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discussions having 0.4 < q̂ < 0.6, and very few highly supportive or highly attacking conversations.

For highly supportive graphs, with 0.8 < q̂ < 1, we see that the farther an argument is from the

root, higher is its probability of being justified. For graphs with this amount of support we can

observe this behaviour in both homogeneous and non-homogeneous graphs. For 0.4 < q < 0.6 and
q < 0.3 we instead cannot recognize the behaviours seen in the homogenous case. We can observe

instead that whatever is the level of support in the graphs, as in scale-free trees, the distribution of

justified arguments at a given level ph , closely follow the distribution of leaves in the graph p(0|h).

5 REMOVING LEAVES FROM THE COUNT OF JUSTIFIED ARGUMENTS
Our study of synthetic reply networks and comparison with Kialo data (Section 4) seems to highlight

that comments that have the last word (i.e. the leaf comments in discussion trees) represent a

determining factor in establishing the rest of the justified arguments. This is consistent with

argumentation theory, which assumes that arguments that have the last word are justified by

default (Section 3).

However, it is not fully clear whether this is appropriate for online discussions. Although one

may argue that comments which are spurious or false are rarely left unchallenged in vigorous

online debates, and therefore the leaf arguments can be treated as justified arguments, it can also be

argued that comments that have been answered, and so have been evaluated positively or negatively

by others, are more representative of the truth and should have a greater importance than those

that have not yet been replied to.

In this section, we consider a conservative approach, where we use the machinery of argumenta-

tion theory to identify the justified arguments, but do not include the leaf nodes of a reply tree in

the count of justified arguments. In other words, we only consider those arguments that have had

a chance to be supported or attacked by at least one other argument. Given a reply tree with nh
nodes at level h and a distribution of leaves given by

p̂(0|h) :=
#leaves at level h

nh
, (24)

we previously defined the probability of an argument being justified at that level as:

p̂h :=
#justified arguments at level h

nh
(25)

In this section, we will instead compute the probability p̃nlh of non-leaf justified arguments at a

level h by removing the count of the leaves (nhp(0|h)) from the count of justified arguments at that

level (nhp̂h ):

p̂nlh =
#justified arguments at level h − #leaves at level h

nh − #leaves at level h

=
p̂h − p̂(0|h)
1 − p̂(0|h)

.

With this change, the estimated probability of arguments being justified per level is

p̃nlh =

〈
p̂h − p̂(0|h)
1 − p̂(0|h)

〉
, (26)

where the average ⟨·⟩ is over an ensemble of graphs with the same degree probability and the same

level of support q. We will examine how this new definition affects the distribution of justified

arguments:
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Homogeneous in-degree distributions. For reply trees with homogeneous in-degree distributions,

the distribution of leaves does not change with level (for all 0 ≤ h < N , p(0|h) = p(0)), so the shape
of the probability of the non-leaf arguments being justified pnlh as a function of the level would not

differ much from the old probability distribution ph :

p̃nlh =

〈
p̂h − p̂(0)
1 − p̂(0)

〉
. (27)

Non-homogeneous in-degree distributions. In general (e.g. in Kialo or scale-free trees), the estimated

probability of leaves per level has a non-trivial dependence on the level h, and therefore p̃nlh behaves

differently from p̃h . We can compute p̃nlh by separating the contribution of leaves from that of the

other comments in Equation (1):

pnlh =

∞∑
k=1

[
q
(
p(0|h + 1) + (1 − p(0|h + 1))pnlh+1

)
+(1 − q)(1 − p(0|h + 1))

(
1 − pnlh+1

)]k
p(k |h), (28)

where the first term is the probability of being supported by a leaf, or being supported by a non-leaf

that is justified. The second term is the probability of being attacked by a non-leaf that is unjustified.

Note that this time the sum over all replies to the node at level h starts from k = 1 in order to

exclude the deeper level composed only by leaves (which would correspond to k = 0). Given that

we do not have an analytical formula for p(k |h), we will approximate the solution of Equation 28

using the fraction of replies per level of a single synthetic graph. We define this as

k̂h =

∑
ih kih
nh

, (29)

where ih indexes the nodes belonging to level h, and kih ∈ N is the in-degree of node ih . Therefore,
Equation 29 is the average in-degree of level h.
We can approximately estimate the new probability of an argument being justified per level

substituting in Equation 28 k with k̂h (Equation 29) and p̂(0|h) (Equation 24) to p(0|h):

pnlh ≈
〈 [

q
(
p̂(0|h + 1) + (1 − p̂(0|h + 1))pnlh+1

)
+ (1 − q)(1 − p̂(0|h + 1))

(
1 − pnlh+1

)] k̂h 〉
. (30)

To understand Equation 30, we consider, as done in the previous section, three different regimes:

perfectly balanced discussions (q ≈ 1

2
); aggressive or acrimonious discussions (q ≈ 0) and supportive

discussions q ≈ 1.

Balanced discussions. For q ≈ 1

2
, we can see that the formula simplifies and the probability of an

argument being justified is given by:

pnlh ≈
〈
qk̂h

〉
. (31)

In other words, the probability of non-leaf justified arguments depends solely on the number of

replies an argument at a given level gets on average (i.e. on kh ). Since q < 1, more the number of

replies, the lower that pnlh gets. We see this most clearly in scale-free trees: A general result about

scale-free graphs [29] is that the levels with the highest number of nodes are expected to be in the

middle of the graph when the number of levels is very large. In Figure 11b we show k̂h averaged

over 1000 scale-free trees of 100 nodes. Even for a short tree we can see that the middle level of the
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Fig. 10. Compare the estimated probability of non-leaf arguments being justified p̃nlh with its theoretical
prediction (Equation 28) for Kialo discussions ((a), (b) and (c)) and scale-free synthetic graphs ((d), (e) and (f))
and different levels of support (q). The scale-free graphs have been generated as usual and the quantities are
averaged over 1000 trees of size 50.
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Fig. 11. Distribution of average number of replies per level (k̃h ) for Kialo and Scale-free graphs

graph receive the highest attention. Thus, we expect to have a minimum of pnlh in the middle of the

tree, as observed in Figure 10e.

In Kialo discussions (with 0.4 < q̂ < 0.6) we also have that the highest number of replies is found

at the center of the graphs, but with a larger drop off as we get towards the root (See Figure 11a). In

other words, deeper into a discussion thread, the arguments get lesser scrutiny and therefore fewer

replies, leading to an increasing probability of arguments being justified as we go deeper into a

discussion (as observed in Figure 10b). Whereas these are the normative justified arguments as

defined by argumentation theory, there may be other human factors which drive this distribution of

replies. For instance, user fatigue may lead to fewer replies deeper in a discussion thread (recall that

balanced discussions have particularly large h values in Kialo). Such factors need to be disentangled

in future work.

, Vol. 1, No. 1, Article . Publication date: May 2021.



Who has the last word? Understanding How to Sample Online Discussions 21

Supportive discussions. .
In supportive discussions, when q ≫ 0, we can identify three main ingredients from Equation

30 in the determination of the justified arguments at a level h: the average number of replies k̂h ,
the probability of a non leaf argument being justified pnlh+1 at level h + 1 and the proportion of

leaves per level p̂(0|h). Using these three we are able to well predict the behaviour of the justified

arguments, as we can see from Figure 10c. It is important to notice that even if we removed the

leaves in the calculation of justified arguments, their influence is an important ingredient in the

determination of pnlh . Given the non-trivial dependence of pnlh to the three ingredients discussed

above, the system behaviour is not straightforward. However, we can notice from Figure 10 that

the behaviour of Kialo graphs (Figure 10c) does not change when the leaves are removed and it is

the same as scale-free graphs (Figure 10f) and homogeneous graphs (Figure 6c), with pnlh increasing

as we go away from the root.

Aggressive discussions. . In aggressive discussions q ≪ 1 and we still have the same non-trivial

dependence of pnlh on k̂h , p
nl
h+1 and p̂(0|h). As before, Equation 30 gives a good prediction of the

behaviour of pnl and shows that leaves have an influence on the probability of non-leaf arguments

being justified even if they are not counted in the set of justified arguments. In aggressive discussions,

the behaviour of scale-free graphs (Figure 10d) appear to be totally different from the behaviour of

Kialo graphs when q̂ < 0.3 (Figure 10a). In fact, p̃nlh in Kialo discussions shows a clear oscillatory

behaviour typical of homogeneous trees (Figure 6a). The impossibility to see this oscillatory

behaviour in ph (Figure 9a) can be explained by the presence of leaves in the count of justified

arguments. In fact, looking at Equation 23, which was approximately describing the oscillation of

the upper bound pmax of ph in homogeneous trees with p(0) ≫ 0, we can see that the oscillations

amplitude was controlled by leaf probability p(0) and dampened for large p(0). If now we use the

statistics of non-leaves justified comments formalized in Equation 26, i.e subtract p(0) from pmax ,

and we divide by (1 − p(0)) (for p(0) < 1), we are left with:

pmax − p(0)
1 − p(0) = qpmax

h+1 + (1 − q)
(
1 − pmax

h+1
)
. (32)

The analysis of the distribution of non-leaf arguments that are justified is in this case effectively

zooming in on the level-by-level oscillations in the numbers of justified arguments that is expected

in a homogeneous tree (see Figure 6a) rather than a scale-free non-homogeneous tree.

6 CONCLUSIONS AND FUTUREWORK
This paper applies ideas from bipolar argumentation theory and complex networks to an ensemble

of synthetic reply trees where the nodes are arguments and the directed edges are attacking or

supporting replies. We then built a model that calculates the probability that an argument will be

justified in the debate given given its “level” or distance from the main thesis of the debate, i.e., the

number of replies that separate it from the main thesis his model allows one to compute the levels

in the reply tree where arguments are justified with the highest probability.

This probabilistic approach appears to be a good way to tackle the problem because it can predict

the location of justified arguments in online discussions, when its results are compared to real data

that we obtained from Kialo, an Internet debating platform. The probabilistic approach also reveals

three different schemes of behaviour for the probability of an argument being justified as a function

of two global parameters of the reply tree: (1) the relative proportions of attacking and supporting

arguments in the overall discussion and (2) the structure of the discussion tree, as characterised by

its degree distribution.
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Data from Kialo indicates that online discussions behave as trees with non-homogeneous in-

degree distribution and can be classified by the proportion of supporting replies. When the propor-

tion of supporting replies is high, the proportion of justified arguments is higher in deep levels

of the tree. Therefore, the “best” order to read the discussion comments is by starting from the

deepest level (i.e. most recent comments first) and arriving to the root comment in reverse order

of the level in the reply tree. In this case, our model suggests that a temporal ordering of new

user utterances, with the most recent comments appearing first, may show a higher proportion of

justified arguments than other sorting methods, but pure temporal ordering is not in itself sufficient

– it needs to be tweaked, allowing comments to be read based on the level in the reply tree rather

than just the time stamp of each post. In contrast, when discussions are aggressive, the proportion

of justified arguments is more homogeneous among the levels and there is no single “best way” to

read the comments.

An important result that appears from our analysis is that the leaves of the discussion tree, i.e.

unreplied comments, effectively have the “last word”, and have a great impact on the probability of

all the other arguments being justified. This is due to a fundamental assumption in argumentation

theory where all unrebutted arguments, and hence arguments that are not replied to, are justified

by default and thereby greatly inflate the numbers of justified arguments at each level.

It can be argued that unreplied comments may not have received sufficient scrutiny from other

users, and therefore should not by themselves be counted among the justified arguments. We

showed that even if leaves were not considered in counting up “who is justified”, the general shape

of the distribution of justified arguments among the levels is still influenced by them. However,

we also observed that in this case, when the number of attacks and supports is balanced (as in the

majority of Kialo discussions), the new probability of an argument being justified per level is guided

only by the number of replies to comments at that level. In an evolving discussion, the number of

current replies a comment has can therefore be an indication of its eventual inclusion among the

justified arguments. Today’s platforms support this strategy by sorting based on overall level of

support (e.g. sort by number of likes and comments, or numbers of upvotes and downvotes).

A possible future improvement to our model is to depart from “traditional" argumentation

frameworks and suggest different methods to establish which arguments should be justified that

dampen the high degree of influence that leaf nodes have. A possibility is giving less importance

to single attacking comments, considering a node justified only if the majority of its replies are

either justified and supporting the comment or unjustified and attacking it. Another possibility is

to give higher importance to the judgment of arguments which have a higher number of likes or

replies. In this way comments which have received a larger scrutiny have a larger influence when

attacking or supporting another comment. To do this we can use for example preference-based

argumentation frameworks as [5], or adapting the techniques used in [41].

In conclusion, by characterising the locations of justified arguments in online discussions in terms

of the supportiveness of the discussion (q) and the distribuion of leaves in the reply tree, this work

points to new ways of presenting information from online discussions, or lends theoretical backing

to existing methods of displaying comments in such discussions. For example, comments can be

organized in a discussion such that justified arguments are presented first. Moreover comments

that are particularly weak under future attacks, meaning that can easily lose their ‘justified status’

given their position in the graph, may be highlighted in the discussion. Our analysis can also be

applied to classic ordering of comments, as by time or by likes. A work by A.P.Young et al. [53]
shows which are the sorting policies to be chosen such that more justified comments are shown

first. Moreover, whatever sorting policy is used, our analysis allows to mark justified arguments to

be visible by users.
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To the best of the authors’ knowledge, this work is the first to combine argumentation theory

with complex networks to analyse online discussions. While previous work has used argumentation

theory to understand online discussions (e.g. [7, 9]), previous research has mainly focused onmining
arguments from natural language expressions. We are motivated by the complementary question

of understanding where justified arguments might be, and suggesting to the user where to look

for such justified arguments. In future work, we aim to move beyond BAFs to more sophisticated

argumentation models, such as the quantitative frameworks described in [35].

One criticism that can be leveled is that normatively justified arguments do not represent “true"

justified arguments because users may not be convinced by justified comments that do not support

their point of view. There has been research relating how people perceive how arguments disagree

and when they are justified (e.g. [13–15, 42]), showing that user preferences matter. On the one

hand, we argue that our “skeptical” approach of only accepting justified arguments is the “most

suitable” approach in situations of low trust, such as large-scale discussions. On the other hand,

if UI designers are to decide on an order of presentation of comments based on our results, it is

important that users find those orderings useful and convincing. We plan on exploring such a

problem in our future work by conducting user studies and experiments.

ACKNOWLEDGMENTS
G. Boschi, C. Cammarota and N. Sastry acknowledge funding from the Engineering and Physical

Sciences Research Council (EPSRC) through the Centre for Doctoral Training in Cross Disciplinary

Approaches to Non-Equilibrium Systems (CANES, Grant Nr. EP/L015854/1). N. Sastry and A. P.

Young acknowledge funding from the Space for Sharing (S4S) project (Grant No. ES/M00354X/1).

S. Joglekar is supported through King’s India scholarship offered by the KCL Centre for Doctoral

Studies.

REFERENCES
[1] Pushkal Agarwal, Miriam Redi, Nishanth Sastry, Edward Wood, and Andrew Blick. 2020. Wikipedia and Westminster:

Quality and Dynamics of Wikipedia Pages about UK Politicians. In Proceedings of the 31st ACM Conference on Hypertext
and Social Media. 161–166.

[2] Pushkal Agarwal, Nishanth Sastry, and Edward Wood. 2019. Tweeting MPs: Digital Engagement between Citizens and

Members of Parliament in the UK. Proceedings of the International AAAI Conference on Web and Social Media 13, 01 (Jul.
2019), 26–37. https://www.aaai.org/ojs/index.php/ICWSM/article/view/3359

[3] Pushkal Agarwal, Nishanth Sastry, and Edward Wood. 2019. Tweeting MPs: Digital Engagement between Citizens and

Members of Parliament in the UK. ArXiv preprint arXiv:1904.00004 (2019).
[4] Hunt Allcott and Matthew Gentzkow. 2017. Social Media and Fake News in the 2016 Election. Journal of Economic

Perspectives 31, 2 (2017), 211–36.
[5] Leila Amgoud and Claudette Cayrol. 2002. Inferring from inconsistency in preference-based argumentation frameworks.

Journal of Automated Reasoning 29, 2 (2002), 125–169.

[6] Albert-László Barabási and Réka Albert. 1999. Emergence of Scaling in Random Networks. Science 286, 5439 (1999),
509–512.

[7] Tom Bosc, Elena Cabrio, and Serena Villata. 2016. Tweeties Squabbling: Positive and Negative Results in Applying

Argument Mining on Social Media.. In COMMA. 21–32.
[8] Elena Cabrio and Serena Villata. 2012. Combining Textual Entailment and Argumentation Theory for Supporting

Online Debates Interactions. In Proceedings of the 50th Annual Meeting of the Association for Computational Linguistics
(Volume 2: Short Papers). 208–212.

[9] Elena Cabrio and Serena Villata. 2013. A natural language bipolar argumentation approach to support users in online

debate interactions. Argument & Computation 4, 3 (2013), 209–230.

[10] Claudette Cayrol and Marie-Christine Lagasquie-Schiex. 2005. On the Acceptability of Arguments in Bipolar Argu-

mentation Frameworks. In European Conference on Symbolic and Quantitative Approaches to Reasoning and Uncertainty.
Springer, 378–389.

[11] Claudette Cayrol and Marie-Christine Lagasquie-Schiex. 2013. Bipolarity in Argumentation Graphs: Towards a Better

Understanding. International Journal of Approximate Reasoning 54, 7 (2013), 876–899.

, Vol. 1, No. 1, Article . Publication date: May 2021.

https://www.aaai.org/ojs/index.php/ICWSM/article/view/3359


24 Gioia Boschi, Anthony P. Young, Sagar Joglekar, Chiara Cammarota, and Nishanth Sastry

[12] Oana Cocarascu and Francesca Toni. 2017. Identifying attack and support argumentative relations using deep learning.

In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing. 1374–1379.
[13] Marcos Cramer and Mathieu Guillaume. 2018. Directionality of attacks in natural language argumentation. In CEUR

Workshop Proceedings. RWTH Aachen University.

[14] Marcos Cramer and Mathieu Guillaume. 2019. Empirical study on human evaluation of complex argumentation

frameworks. In European Conference on Logics in Artificial Intelligence. Springer, 102–115.
[15] Marcos Cramer and Leon van der Torre. 2019. SCF2-an argumentation semantics for rational human judgments on

argument acceptability. In Proceedings of the 8th Workshop on Dynamics of Knowledge and Belief (DKB-2019) and the
7th Workshop KI\& Kognition (KIK-2019) co-located with 44nd German Conference on Artificial Intelligence (KI 2019),
Kassel, Germany, September 23, 2019. 24–35.

[16] Ido Dagan, Dan Roth, Mark Sammons, and Fabio Massimo Zanzotto. 2013. Recognizing textual entailment: Models

and applications. Synthesis Lectures on Human Language Technologies 6, 4 (2013), 1–220.
[17] Sam H. Dekay. 2012. How large companies react to negative Facebook comments. Corporate Communications: An

International Journal 17, 3 (2012), 289–299.
[18] Nicholas Diakopoulos and Mor Naaman. 2011. Towards quality discourse in online news comments. In Proceedings of

the ACM 2011 conference on Computer supported cooperative work. ACM, 133–142.

[19] Phan Minh Dung. 1995. On the Acceptability of Arguments and its Fundamental Role in Nonmonotonic Reasoning,

Logic Programming and n-Person Games. Artificial Intelligence 77, 2 (1995), 321–357.
[20] Paul E. Dunne and Michael Wooldridge. 2009. Complexity of Abstract Argumentation. In Argumentation in Artificial

Intelligence. Springer, 85–104.
[21] Sandra. L. Emerson. 1983. Usenet - A Bulletin Board for Unix Users. Byte 8, 10 (1983), 219.
[22] Erlin, Susandri, and Helda Yenni. 2016. Social Network Analysis for Online Discussion: Number of Links vs. Sum of

Weight. In Proceedings of the 2016 International Conference on Communication and Information Systems (ICCIS ’16).
Association for Computing Machinery, New York, NY, USA, 82–86.

[23] Yong Gao. 2017. A Random Model for Argumentation Framework: Phase Transitions, Empirical Hardness, and

Heuristics.. In IJCAI. 503–509.
[24] Sherice Gearhart and Seok Kang. 2014. Social Media in Television News: The Effects of Twitter and Facebook Comments

on Journalism. Electronic News 8, 4 (2014), 243–259.
[25] Vicenç Gómez, Hilbert J Kappen, and Andreas Kaltenbrunner. 2011. Modeling the structure and evolution of discussion

cascades. In Proceedings of the 22nd ACM conference on Hypertext and hypermedia. 181–190.
[26] Vicenç Gómez, Hilbert J Kappen, Nelly Litvak, and Andreas Kaltenbrunner. 2013. A likelihood-based framework for

the analysis of discussion threads. World Wide Web 16, 5-6 (2013), 645–675.
[27] Jeffery Gottfried and Elisa Shearer. 2017. News Use Across Social Media Platforms 2017. http://www.journalism.org/

2017/09/07/news-use-across-social-media-platforms-2017/, last accessed 7/4/2019.

[28] Dmytro Karamshuk, Tetyana Lokot, Oleksandr Pryymak, and Nishanth Sastry. 2016. Identifying partisan slant in news

articles and Twitter during political crises. In International Conference on Social Informatics. Springer, 257–272.
[29] Zsolt Katona. 2006. Levels of a scale-free tree. Random Structures & Algorithms 29, 2 (2006), 194–207.
[30] Joseph M Kayany. 1998. Contexts of uninhibited online behavior: Flaming in social newsgroups on Usenet. Journal of

the American Society for Information Science 49, 12 (1998), 1135–1141.
[31] Barbara Konat, John Lawrence, Joonsuk Park, Katarzyna Budzynska, and Chris Reed. 2016. A corpus of argument

networks: Using graph properties to analyse divisive issues. In Proceedings of the Tenth International Conference on
Language Resources and Evaluation (LREC’16). 3899–3906.

[32] Paul L. Krapivsky and Sidney Redner. 2001. Organization of growing random networks. Phys. Rev. E 63 (May 2001),

066123. Issue 6. https://doi.org/10.1103/PhysRevE.63.066123

[33] Ravi Kumar, Mohammad Mahdian, and Mary McGlohon. 2010. Dynamics of Conversations. In Proceedings of the 16th
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD ’10). Association for Computing

Machinery, New York, NY, USA, 553–562. https://doi.org/10.1145/1835804.1835875

[34] John Lawrence and Chris Reed. 2020. Argument Mining: A Survey. Computational Linguistics 45, 4 (2020), 765–818.
[35] Joao Leite and Joao Martins. 2011. Social abstract argumentation. In Twenty-Second International Joint Conference on

Artificial Intelligence.
[36] Marco Lippi and Paolo Torroni. 2016. Argumentation Mining: State of the Art and Emerging Trends. ACM Transactions

on Internet Technology (TOIT) 16, 2 (2016), 10.
[37] Alexey NMedvedev, Jean-Charles Delvenne, and Renaud Lambiotte. 2019. Modelling structure and predicting dynamics

of discussion threads in online boards. Journal of Complex Networks 7, 1 (2019), 67–82.
[38] Johannes Müller and Christina Kuttler. 2015. Methods and Models in Mathematical Biology. Springer.
[39] Julia Murphy and Max Roser. 2019. Internet. Our World in Data (2019). https://ourworldindata.org/internet, last

accessed 7/4/2019.

, Vol. 1, No. 1, Article . Publication date: May 2021.

http://www.journalism.org/2017/09/07/news-use-across-social-media-platforms-2017/
http://www.journalism.org/2017/09/07/news-use-across-social-media-platforms-2017/
https://doi.org/10.1103/PhysRevE.63.066123
https://doi.org/10.1145/1835804.1835875
https://ourworldindata.org/internet


Who has the last word? Understanding How to Sample Online Discussions 25

[40] Bryan Pfaffenberger. 1996. " If I Want It, It’s OK": Usenet and the (Outer) Limits of Free Speech. The Information Society
12, 4 (1996), 365–386.

[41] Antonio Rago, Kristijonas Cyras, and Francesca Toni. 2016. Adapting the DF-QuAD Algorithm to Bipolar Argumenta-

tion. In Proceedings of the First International Workshop on Systems and Algorithms for Formal Argumentation (SAFA),
Vol. 1672. CEUR-WS.org, 34–39.

[42] Iyad Rahwan, Mohammed I Madakkatel, Jean-François Bonnefon, Ruqiyabi N Awan, and Sherief Abdallah. 2010.

Behavioral experiments for assessing the abstract argumentation semantics of reinstatement. Cognitive Science 34, 8
(2010), 1483–1502.

[43] Iyad Rahwan and Guillermo R. Simari. 2009. Argumentation in Artificial Intelligence. Vol. 47. Springer.
[44] Stefan Siersdorfer, Sergiu Chelaru, Wolfgang Nejdl, and Jose San Pedro. 2010. How Useful are Your Comments?

Analyzing and Predicting YouTube Comments and Comment Ratings. In Proceedings of the 19th international conference
on World wide web. ACM, 891–900.

[45] Veronika Strnadová-Neeley, David Jurgens, and Tsai-Ching Lu. 2013. Characterizing Online Discussions in Microblogs

Using Network Analysis. In AAAI Spring Symposium: Analyzing Microtext.
[46] John Suler. 2004. The online disinhibition effect. Cyberpsychology & behavior 7, 3 (2004), 321–326.
[47] Chenhao Tan, Vlad Niculae, Cristian Danescu-Niculescu-Mizil, and Lillian Lee. 2016. Winning arguments: Interaction

dynamics and persuasion strategies in good-faith online discussions. In Proceedings of the 25th international conference
on world wide web. 613–624.

[48] Damian Trilling. 2015. Two Different Debates? Investigating the Relationship Between a Political Debate on TV and

Simultaneous Comments on Twitter. Social science computer review 33, 3 (2015), 259–276.

[49] Manos Tsagkias, Wouter Weerkamp, and Maarten De Rijke. 2010. News comments: Exploring, modeling, and online

prediction. In European Conference on Information Retrieval. Springer, 191–203.
[50] Zhongyu Wei, Yang Liu, and Yi Li. 2016. Is this post persuasive? Ranking argumentative comments in online forum.

In Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers).
195–200.

[51] Michael Wooldridge. 2009. An Introduction to Multiagent Systems. John Wiley & Sons.

[52] Anthony P. Young. 2018. Notes on Abstract Argumentation Theory. ArXiv preprint arXiv:1806.07709 (2018).
[53] Anthony P Young, Sagar Joglekar, Gioia Boschi, and Nishanth Sastry. 2020. Ranking comment sorting policies in

online debates. Argument & Computation Preprint (2020), 1–21.

[54] Anthony P Young, Sagar Joglekar, Kiran Garimella, and Nishanth Sastry. 2018. Approximations to Truth in Online

Comment Networks. In Proceedings of the Workshop on Argumentation and Society at the 7th International Conference
on Computational Models of Argument.

[55] Justine Zhang, Cristian Danescu-Niculescu-Mizil, Christina Sauper, and Sean J. Taylor. 2018. Characterizing Online

Public Discussions through Patterns of Participant Interactions. Proc. ACM Hum.-Comput. Interact. 2, CSCW, Article

198 (Nov. 2018), 27 pages.

, Vol. 1, No. 1, Article . Publication date: May 2021.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Argumentation Theory in Social Media Analytics

	3 Argumentation Theory and the Kialo Dataset
	3.1 Bipolar Argumentation Theory
	3.2 Details of the Kialo Dataset

	4 A Probabilistic Model of Justified Arguments in Synthetic Bipolar Argumentation Frameworks
	4.1 The Probability of Being Justified Given the Level
	4.2 Reply trees with homogeneous in-degree
	4.3 Non-Homogeneous Reply Trees

	5 Removing leaves from the count of justified arguments
	6 Conclusions and Future Work
	Acknowledgments
	References

